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00:00  
谁知好的我差不多有10多个人。差不多。谁知数据一二20四，还有谁知我们同时也是一样。

00:37  
我们是什么？好好的。谁知。

00:49  
好的。

00:52  
好，各位同学下午好，我们开始我们的第三次课程。

00:58  
是这样的。

01:01  
我想首先请问一下大家有读好作业的吗？读好作业可以举个手。

01:06  
那么我们有几个人？

01:10  
然后有比如说决定好我们去做什么方向吗？有吗？没有是吧？你们会觉得上次我记得是小东同学提到一个问题是吧？你当时说搜集数据比较困难，是不是？

其实我后面也去找了一下，我发现其实还是有很多的可能性，大家可以我发现有一个这个网站还是它叫合金数据，然后我可以打开给大家看一下，其实有很多有趣的话题。

01:44  
我们

01:46  
我可以先发到群里，大家先。

01:51  
谢谢大家。

01:58  
当然我只是找了很小，也没有说很深入的去搜集数据。

02:06  
但是我。

02:07  
发现网上的数据还是有很多的，然后它的主题也很有趣，其实也算是一个大家可以去寻找一个方向，比如说这边大家可以看到这边有数据集对不对？还有很多数据当然也有数据可视化。

02:23  
你可以看到这边。

02:23  
我们可以点开来看一下。

好。

02:31  
你怎么会觉得开放开发。

02:45  
我老家什么设备，刚刚还是好好的。

02:50  
谁知

02:58  
我把链接发到群里，大家可以先看一下。

03:03  
数据谁知谁知。

03:32  
我就知道了。

03:33  
谁知我刚刚试了还是可以的，启动非常快，这边争取的刚开。

03:54  
但是比较暗你知道吗？

03:56  
太大了，数据的他们的产品在工作任务的企业拿到了人生的光。

04:08  
这样好一点吗？能看到吗？

04:11  
好好。

谁知。

04:28  
能看到我就随手搜了一下，我发现很多的数据，其实大家不用去处理数据，也能够去找到很多的来源，比如说这个平台上我发现有很多有趣的方向。

04:42  
然后这个。

04:44  
它的首页，然后我们可以去看他说数据转化的一个部分，然后其实这些数据都还是挺有意思的，比如说。

04:56  
这些数据。

04:58  
然后点开比如说我们可以去看，他自己也有一些初步的分析，但是我觉得我们做出来的结果肯定比他有趣的多得多，但是我们可以用它的方向，用他的数据，然后自己来去探索这些方向好了，然后我也找到了一些比较有趣的数据，可以跟大家去。

05:26  
分享

05:28  
整个数据平台，然后我看到不是最近新能源车特别火，我不知道大家有没有关注最近的北京车展，其实这个还是一个模块的方向，比如说小米服务器和我视频播放的点赞数据，我们都可以去看到，通过我们可以去看到，有的保的，有的是称赞他的，有的是去批评他的，他们不同的方向表示什么？

在b站上还有很多，比如说他们有很多分类，那up主他其实有一些比如说热门的方向，然后他的它的名字是什么，然后它的主题是什么？比如说它的播放量怎样，它的点赞量怎样，其实都是我们可以去来探索的方向。

当然我们还有历年不知道有没有大家关不关注百大up，然后其实现现在很多00后他们的目标现在就是我要成为百大up，这个也是一个很有趣的数据集，比如说他把历年来有百大up，他的它的点赞量、姓名、名字，然后主题以及一些简介，我们都把它放在上面，我可以去看一下什么，我可以去看过去这几年它的变化，然后当然如果自己熟悉的，如果我对这个方向特别感兴趣，我也可以自己来去想，我能从这个数据里面去发现一些什么。

07:05  
前面。

07:07  
都是比如说我从一些b站上来推过去的数据集，当然我前面也提到过，也有一些从我们的一些影视剧里面去看到人物之间的关系，我想去看一下这些人物之间它的关联关系是怎样的，然后辅助我来去看到整个很多剧情的发展，这个也是一个负面机会。

比如这个是权力的游戏，它的人物之间的关系，它的数据有什么呢？当然这个节点这个数据可能只是做一个初步，比如说它是84个节点，216条边可能比较基础一点，我我们可能在这个数据集上面进一步的去扩展，它还有边的属性，它是自然的父母关系，然后兄弟关系等等。

然后进一步的我们也可以去看中国的历史的文化里面它有怎样的数据集。看到比如说红楼梦它的事件事件之间的关系是怎样的，事件的介绍是怎样的，也在我们的数据集的这些提供的平台上也会存在，然后当然我们可能现在说新冠大家可能我不知道大家有没有陌生，可能回想不起那种魔幻的当时的情况，然后可以看到2019年的时候，新冠病毒它感染的死亡率是怎样的，还有空气质量的情况，这个数据比较大，我当时还仔细去看了一下这个数据，它是在2023年，比如说每一天它全国各地的污染的情况怎样，以及各个不同的污染物它的浓度情况是怎样，这样我可以看到什么？

不同的地区，比如说全国不同的地域，它们的污染物主要分布有什么差异？随着时间的变化，他们主要呈现的模式有什么不同？这样的话我是不是通过我对于数据的分析，可以给比如说我怎么去改善它的污染状况，一些很好的建议，通过这个数据其实可以是我们的一个方向。

有了这些数据集之后，大家可能会去想我要做到怎么样，他算是一个比较好的比较优秀的人的话，我说了不算，我们可以去看一下，这个是我们可视化领域一个非常资深的学者，他是我认为他是我们领域，比如说他的基础理论的一个奠基人，他是ubc的什么马尔教授，他是威力这本书的主编，当然我们课上介绍的很多的内容都是从威力这本书里面去就是说提取出来，然后来去总结出来，然后我可以去看一下他的课上他去选择哪些比较好的作品，作为他觉得认为是比较优秀的文化，结果我们来看一下。他的特点是他的课程，然后每个都会放在我他自己的主页上，当然大家也可以去看。

然后普拉达其实也是在我们领域是一个很优秀的这种教育者，因为他在每年我们为此紧急的会议上都会有有一个专门半天的时间来去有一个讨论介绍它可视化的基础，然后很多的人都没听。

我当然前面也介绍过，他的老师是无影响，或者是是在上海也是很有名的。然后这个是它的一个就说这是20是多少年，202023年23年的时候，他的课上然后选出了一些比较优秀的，比如他的作品，然后我们可以多打开几个去看一下。是。

11:10  
我先把。

11:12  
链接发到群里，大家可以自己玩一下现在。

好ok。

11:20  
没有发挥速度。我现在已经发到群里了。

11:28  
大家也可以自己来去看一下。

11:35  
比如说。

11:38  
我看一下，我记得有几个是特别有趣的，感觉这个是选。

11:46  
的

11:49  
这个是说我怎么去选择不同的游戏分辨率的问题，然后他有一些他选择的是不同游戏的特征，我去看，然后你可以看到它有一个很关键的部分，就是我可以交互的来去进行数据分析，比如说我可以看到选择一部分之后，我可以去看到这些游戏它比较倾向于哪些方面，当然这边也有一些分布等等。

12:14  
对。

12:16  
然后我还可以进一步的去看。

12:20  
2016年4月2号好不好？谁知到我们的情况。

好，2年7个。

12:43  
我自己也当然他做得非常好，比如说他在每一个的其实我们都知道获奖获奖理由，其实可以看到他的每一个获奖的作品中，就是how Free就是名人堂，然后我们可以去看他为什么获奖，他为什么做的好，他们说做的不好，其实这些都是通过大家的评价，通过塑造师的评价来去获得的。

这个是说还是他是说世界上所有的威尔达菲，这个是独角兽，对我们去看不同领域的它的独角兽，它的分布情况是怎样，比如它的投资机构有哪些，然后它的领域有哪些，它随着时间变化，它的市值是怎样的？

对，然后你可以看到我可以来去探索一下。这个屏幕屏幕的分辨率有点低。

13:44  
有种history。

13:46  
artificial、Intelligence，人工智能领域它的独角兽有哪些？

可以去看到字节跳动是一个非常非常离谱的等待，可以看这个就是字节跳动，然后字节跳动到现在还没有上市，所以但是它已经好像市值好像销售好像营收已经超过腾讯了，所以其实它又是特别离谱的，可能8月15号，然后它是由中国的某某些机构来去投资的，可以看到它市值的变化怎样，然后它的国家它在地球，但是世界上它的分布情况怎样，当然每我们可以看到这个网站上每一个它都有一个这个recall是什么？

我从中能够去得到什么有趣的人发有什么有趣的洞察，然后当然我自己去探索，我简单去探索了一点点，然后你就会发现不同的人有不同的发现，我只能发现这一部分，但是如果真的是做的人或者是熟悉这个人，他们就能够发现很多有意思的事情。

15:00  
然后。

15:06  
以上我就是给大家一些比较优秀的案例，然后以及比较有趣的数据，然后会给大家提供参考，这样的话也可以避免，比如大家去搜集数据的时间，去处理数据的时间，然后来去降低我们的这样的工作的难度。

对。我们有什么问题吗？当时老彭同学有什么问题吗？没有问题，你觉得那些数据你看到比较有趣的问题，你觉得还符合。

15:42  
你的想法吗？

15:44  
目前看到比较有趣的。

好的，其实数据还是有很多的，你可以去看，可以多去搜集一些，大家有什么问题吗？关于这些我们提供的数据和案例有吗？Ok如果没有问题的话，我们就进一步的去开始我们后面的课程的内容的介绍，然后我们上次主要是介绍到了可视化和可视分析的概念，我们当时讲到，我们可以先简单回顾一下我们上次课讲的内容，首先我们去用定义一个比较官方的定义来去把它结构来去解释，可是它的分析是什么？

比如说它是基于计算机的，它是一个可视化系统，它提供的是数据的视觉表达，然后帮助用户来去完成特定的任务，这些都是我们通过结构的结果来去提供的一些比较有趣的对于这个定义的一些解释。然后后面我们就简单介绍一下可视化分析它的发展历史情况是怎样。它是从1987年开始，然后直到现在分为很多个阶段，一开始主要是集中于科学主义文化，比如说人体或者是一些物理模拟产生的一些流程的数据等等。

然后到了20到了90年代的时候，我们会发现有很多的抽象的数据，比如说像。上节课请大家来去绘制的一些层次数据，当时我们的文件目录，电脑文件目录就是典型的红色数据结构，还有网络数据文本数据等等，这些数据就是导致了信息损耗的出现，然后进一步的到了2012年的时候，数据量进一步的去增大，到了大数据的时代，我们发现单纯通过通过一个简单的数据类型，没有办法去辅助用户完成一个具体的任务，这时候我们需要综合很多的数据来去实现数据的分析，这时候只是发出扮演的角色，角色就是我们将人跟机器，然后来去通过一个分析的试图来去实现协同，然后从而更好的去完成用户的分析任务。

讲到这里，我们这边就提出了在2010年的时候有n条k它是它是在欧洲的一个科学家来提出了分析的系统的框架图，然后这个框架图其实很抽象的来去概括或者分析它的概念是什么，就是他从一开始然后到数据，我们一开始数据肯定不是非常的完善，非常的整洁的数据，这时候我们需要对数据进行清洗，要对数据进行股权等等的策略，然后去得到一个比较干净的数据。

当然除了这个方面，我们一会在实例中我们也可以去看到数据它可以进行变换了之后，我们可以通过另外一个视角来看这个数据，你可以得到更多不一样的发现，这个就是数据变换的方面。

然后有了数据变化的方面，我们发现它有一个分叉，这个分叉就代表着两种不同的对于数据的分析的方式。第一种数据的分析方式就是通过儿化来去实现数据分析，我要通过数据，然后经过视觉映射得到儿化的结果，然后在可视化的结果里面，用户通过一个 is来去实现交互的探索。当然这个可能我们用人多了一点，其他方面我们大家可以使用数据挖掘的方法来去建立抽象的模型。

比如说现在之前的时候，我们可以通过基于这个模型多一点，而现在可能更多的用深度学习的模型，用深度学习的模型，这时候我们涉及到比如说参数的调整，比如说深度学习模型现在调参数一个甚至是一个最重要的工作的部分，对不对？现在已经发展了，这两者之间其实是会有协同，它的协同的地方在哪里？

第一个地方是当我们去构建这个模型的时候，我们需要对这个数据有一个初步的理解，因为我相信大家都去，比如说用机器学习方法之后，我们用这是相机或者我在推波，然后这时候我们会一个很重要的方式，就是我们要去提取teacher就是teacher and generation对不对？

这是一个很重要的方面，可能现在有了深度学习之后，你会发现可以说你认为是一个现在就已经他们它的重要性没有那么强，但是在那个时候我们其实很重要的时候，我们要去推选一个很重要的东西，就是要去理解数据，你要理解数据的话，你看到这个数据你怎么去理解？

你可能一个方面是通过把它变成把它去提取去统计，看一下不同的它的分布怎样，它的平均值怎样，它的帮它怎样的相关性是怎样。当然一个更直观的方法你可以把它转化出来，你可以更好的去理解这些数据。理解了这些数据之后，然后你会辅助大家去构建这个东西，这是第一个方面。

当然还有第二个方面就是你构建了这个模型之后，你也不知道这个模型它的效果怎么样，你需要去更直观的方法来去理解它。

当然现在有了深度学模型之后，其实你会发现去做深度学模型的可解释性是一个很重要的网民的，我其实分支现在是有很多研究者都在去做，我要去把模型的可以解释性去增强，然后有了这两个方面之后，我们可以去协同的去提取到猫尾，提取到数据中的知识，但是可能一开始的时候，你的知识并不是非常的完善，非常的完全的，你需要反过头来去修改数据变化的部分，然后再去重新的去走这个流程，所以这是一个循环，这是一个有一个人在回路中的被感动，这其实就是我不知道大家有没有听说过，客户的方式，这个就是我们一个典型的人在回路的数据分析的一个模型和框架，然后这是在2010年提出的，可以看到这个框架非常的简单，它其实它其实抽象了很多的东西，但是然后进一步的在2014年的时候，我们就有一些研究者他就进一步的把人跟机器，你说你看我要知道人做了什么，机器做了什么，所以这就有了这样的想法更详细一点的图，但是它基本框架没有发生变化，它的左侧还是数据，它的右侧还是knowledge，你会发现为什么我们这堂课我跟大家去强调，我们去做数据分析的最终的结果是要去得到数据的洞察，如果你觉得我们只是做出一些结果，比如说你把它化成82化成22，其实你并没有得到任何发现，你就没有完成从数据到knowledge的整个的流程。

所以说我们要完成这个流程的话，因为我们会发现我们其实就是在完成这样一个流程，从非法到然后这个图中它有怎样的变化，当然它的变化在于比如说我们可以把可视化的整个拍片的话加进来了，从数据到可以让他我没选，然后到租赁社，然后到没有，然后这样的一个流程到规划，这是它的系统，然后到某某的部分我们有了非法有了调整，这一块可以清洗，然后有了 three process的贝塔，就是我们去做数据处理传送贝塔，然后去建立model，然后得到然后当然到更重要的部分是在于这个地方，我们发现人他的这个部分更加的细化去得到到了以后你会发现管理间接得到管理，这是一个保卫生的出路，就是它分了三路，第一个路就是我先去探索，第二部分我先再去验证思路，第三个部分我去提取到位，然后这个是我在第二个抽第二个阶段怎么去抽象和分析框架的这样一个更详细的一个模型。

然后当然还有其他模型他们大同小异，他们的最终的结果其实可以看到最终的结果数据，其实从个人分析到自动的分析，它们之间是协同的，然后最终的结果就是为了去完成科学的决策。

看到这几个图之后，我不知道大家有没有更好的意识，有没有去修正，比如说大家之前对于可视化的一些观点，一开始大家可能认为可视化是什么，我就是将数人是在这边，然后机器是在这边，可是它是一个界面的，可是它就是一些就是一些视图，视图就是去为了把画作人就是去理解，但其实这个界面我帮你放在这个界面，它其实并没有那么窄，它其实覆盖了很多的地方，它其实覆盖到我们的交互，它又覆盖到我们的机器如何去计算。

所以其实数据可视化它的边界它其实并不是说只有一一一个竖向，它其实是比较宽的，就是宽的覆盖到左边又覆盖到右边。然后当然我们从最简单的过程来去看，其实格式化就是什么？我们将数据、任务和场景哪三个方面都如何来去得到一个数据可视化的结果，可视化的结果里面，我们需要去学习数据的映射，需要去学习数据的编码，也需要去学习一些辅助的算法，包括算法。

但是我希望大家记住这一句话，就是你构建的话，其实最根本上也是在去做很多方面的一个权衡，你要去权衡这三个方面，然后得到一个最好的结果，这个就是我们本堂课学习最重要的地方，最需要去学习的一个一个核心和方法。

因为我们在后面再去介绍针对不同类型的表达方法的时候，你会发现没有银色子弹没有说一个主要方法能够解决所有的方式，没有能够解决所有的任务，适用于所有的数据，适用于所有的应用场景，这时候你需要根据这三个方面来去做一个如何去做选择这个最核心要做的事情，但是可能你会觉得为什么我要去做这件事情，为什么不用自动化的方法来行动？

当然企业有很多自动化的方法去辅助你来去做，这也是我们做研究的地方做研究的方式，做研究的时候要去解决的一些问题。

前面我们去介绍可是分析是什么，可是分析的框架部分我们来去看一个具体的就是分析的案例，这个案例是在2017年的时候的话，其他问题确认的是x波一BC也是我们领域最顶级的会议，上面的一个挑战赛，挑战赛的特点是啥？

它是由美国西北太平洋国家实验室每年都会自带你们去召开一个比赛，这个比赛其实它圈子其实它的源头是这样的，它的源头分析当时911事件，然后然后我们从需要去收集罪犯对吧？

然后好像好当时是斯坦福的这种学者，他其实没有去依赖于比如说他们的信息，他就从网上去搜这些信息，然后美国的中庭就发现其实他们收集的找到了罪犯的踪迹，其实跟他们这种FBI有专业渠道来源，其实发生了数据发现的那种冬季其实相差无几的，然后他们就意识到这个方面非常重要，然后美国西北太平洋国家实验室他们就是负责国家安全，然后由此他们就照设立了这样的一个比赛，然后他这个比赛每年都是基于真实的应用场景，应用场景，当然他们会去做一些比如说地名去做一些场景的变化，但是其实这些数据都是真实的。

然后这个应用场景是啥？让从世界上所有的研究人员可视化的研究人员来去分析，从这个数据里面去回答他的问题，然后这样一个比赛的背景，而2017年的时候这个比赛是啥？他们给了一些自然保护区的数据，这些数据非常多，那一年我也参加了，所以这就是我们的比赛。

我们的方案我现在讲，然后它的背景是在自然保护区里面，红鹳蓝雀是一个非常珍稀的保护动物，它在近年来数量大量的减少，然后鸟类科学家这个人他就会对保护区去展开调查，然后来去发现蓝雀它减少的原因是怎样，然后它基于的数据是自然保护区的相关的数据，交通的数据、环境监测的数据、遥感图像的数据，交通数据才有很多的车经过大洋马路去，然后环境监测我去看到不同的地方，还有一些传感系统监测站或者监测它的空气污染这些职能。

然后遥感图像就是我要去看它的图像，遥感它的差别，然后这个数据量很大，然后有个交通数据，这个园区它设置了各种各样的交通的监测站，然后每个监测站就类似于我们的高速公路上那种收费的路口，每次通过就会留下一些记录。

数据的细节就是我有40个监测站，13个月的跨度，17万条的交通记录，以及18多万18万车辆以上的不同不同类型的车，可以看到这个数据量很大了，对不对？

上次我记得我也问过一些同学，当时是哪位同学来说，说到一个我们说大数据是不是包括还是小东同学，当时你说的是数据量是不是要求很大，对不对？这个数据量我做大了，我觉得对还可以小东同学满意了，然后我们可以来去看一下，有了这个数据之后，我们的目的是啥？我要去发现蓝雀减少的原因，其实你并没有什么明确的分析的任务，就是这个方向其实还是很泛的，你要从这个数据里面来去提取，选你可以做一个数据侦探，然后来去怎么去发现异常的模式，这个是你面临的这些数据，如何能高效的去归纳出常见的交通模式，并发现出一些可疑的车辆，这个是第一个问题。

然后当时我们就去做了一个很我觉得现在来看他也不是比较杂乱，但其实我现在对这个方案还是很满意的，其实通过这个过程也让我学习到了很多，这个是我们的不同的视图，这些视图可以关联起来去分析，然后这个是自然保护区它每个点它的监测站每一条路画出来的路就是一个车辆的轨迹，这是车辆的列表，然后你可以去看到它在不同时间点上它有没有一些活动，然后这是时间的视图，然后等等可以看，然后我们可以一步一步的来看，比如说到因为这是一个时空的数据对吧？

还有空间的信息，这节课下来后面我们会去介绍不同的数据类型，其实可以大家可以先去记得这个数据类型，然后反过头来跟着我们的思路来去看这些数据它属于哪些不同的类型，然后他有空间的数据，他肯定有路网来搞清楚的路网车辆的轨迹，这是第一个方面。

第二方面它有时间的信息，因为它是在一段时间里面车辆的交通轨迹和周期性的规律，然后它要有序列的信息，它是轨迹的监测站的序列，因为它每经过一个监测站它都会留下一条记录。Ok正常来说那一条轨迹我们就应该这么来去看，他的人就把它画在地图上就完了，很多的轨迹我就可以都把它画出来，这是一个最正常不过的思路。

我们换个角度来去看这些数据，这就是我跟大家说的数据变换发生重要的意义所在。

我们把这个数据把它变成一个好，把这个监测站变成一个维度，我们可以统计每辆车通过监测站的次数，这样的话其实。

32:55  
就是车。

32:56  
这是多少个监测站，然后这样的话就形成了一个高维的数据对吧？

有了高维的数据，你学完这堂课学到高维数据的时候，你会发现有了高维数据最正常不过的是它的方法就是我们去做投影，因为我们高维数据其实在四十维的空间，我们人我们生活在三维空间里面，其实超过四维，超过三维我们就没办法去理解了，那那么对我们就要把它去降三维二维然后去看，然后我们降维的结果可以发现它有几个更显眼的方式，结果就是它有几个不同的序列，对吧？123456789 10是吧？

10个区分。

然后我们可以去看这10个聚类分别是啥，比如说这是我们把10个聚类把它给看，把它给画出来，在这个监测站上去画出来，可以去看到，可以去看到1个怎样的有趣的共同点，比如说这10个聚类，大家可以看一下，其实这就需要人的一些知识，这个知识是啥？

我发现其实很多的病人他都通过了一个舍近求远的思路，比如说从这儿到这儿，你正常来说你就通过这儿过去就好了，对吧？

从这儿过去就好了，但是往往都舍近求远，然后绕了一圈之后到了目的地，这时候作为分析人员，他很可能他就会有一些疑问，他就会有一些自己的判断，为什么你要舍近求远呢？

这是一个，然后答案我们可以去通过自己的知识来去看到，这是一个交通的要道，然后这个部分是只有护理人员才能通过的，通物流，所以人比如说正常的车辆，一般的车辆它要通过从这儿到对面的话还要绕一大圈，它不可能经过这儿。

所以这次我们得到的知识，记住这个知识，后面我们发现有，这个是我们的一个解释。

然后我们进一步的除了这石堆之后，我们发现还有一小部分。

35:03  
那一。

35:05  
小部分我们把它给挖出来，发现它其实从这儿它就没有绕道，它就直接过去了。

他就是一个违禁的车辆，就是说没有他不是护林员的车，但是他通过了护林员的通道，而且这是从时空轨迹上来去看，而且从空间轨迹上来去看，从时间层面上来去看，我们发现它其实在每个月它有1~3次的行动，仅在凌晨的2:00~5:00的时候行动，而且行程不超过一个小时。

这时候我们人是有知识的，人是有自己的判断的，你就会发现为什么他会做这样的异常很异常对吧？

每个月会很少，然后时间都是在半夜，然后行程非常快去快回，然后进一步的我们从这个空间上会发现它从工业园区到了湖边，这时候人就有判断了，其实这些车辆是不是在运输一些违禁的一些污染物去排放，有了这个判断之后你进一步的去验证，比如说通过新闻报道来去验证禁止碳排放，所以禁止排放，所以他就会偷偷的去运到湖边把污染物排放出来。

然后当然进一步的去验证，我们发现工业园区内它的排放水平是正常的，但是到了湖边它是不正常的。

然后进一步的通过遥感图像发现湖边的植被在生长，化合物的含量在升高，这个。大家可以看到我们这个思路就很符合我们前面所说的这个图，我们有了发明，然后我们找到一块，然后找到一块之后，我们初步得到knowledge，然后后面还要去验证它的假设，然后就得到了这样一个知识，这个就是比较适合用我们而分析用人单独做的方法来去完成的数据分析的工作。

它的特点是我们的任务是不确定的，我们的数据是非常丰富的，非常非常很多，然后同时人也有自己的知识，这时候机器可以比如说我们可以用一些投影的算法，用一些聚类的方法等等辅助我们去得到发现，但是人是最终去判断这个发现来去指导你要去探索的方向，然后最终得到这个结论。

因为如果假设我假设正常，你无论是现在哪怕是就拆PPP大家觉得很透明，PPT4他觉得很聪明，但其实他完全没有这种当然我们现在也在尝试做科研的时候也在去用，比如说我们能不能用这种做基数的逻辑分析能力来去实现数据的探索，这是我们做科研的一些探索，但是他完全是做不了这种很复杂的这种数据的探索的任务，所以这时候人还是很重要的，人要去做人最擅长的事情，来去辅助我们去做很多的东西。

好的，我们完成了我们上节课应该完成的目标就是说我们要去讲清楚我们的规划是什么，然后用案例来去讲清楚规划是什么。而同时我们来去介绍一些比较大家可能去探索的数据集和我们的比较好的一些可视化的案例，大家有问题吗？主要什么？

38:46  
 Ok好的。

38:53  
我们下面就进一步的来讲，

39:05  
谁知

39:09  
我们本次课的第二个部分是来去介绍正式的去介绍我们的如何去完成这样的一个映射，这样的一个映射过程是我们的核心，我们可以先把用户的任务应用的场景先把它给去掉，我们只从数据的角度来去看，单纯从数据我们如何去得到一个比较好的转化结果。

说到这里大家应该能想到，比如说我们刚刚开始讲例子的时候，它有不同的数据类型，还有一些所记的数据，还有一些时间的数据，还有一些多维的数据等等，这些数据的类型就决定了我们要怎样去做视觉映射，视觉的编馆的模式。

然后当然上节课我也请一些同学在我们的课上去画了一些案例，当时我记得我给大家说的时候，我说他比较是比如说节点连接图，它更适合去看到整个层次结构它拓扑结构的信息，然后比如说它的冰柱图它更适合它既能够保持它的属性的信息，它也能够看到它拓扑结构的信息，我是怎样得到这样的结论的，我们这节课主要是回答这样的问题。

首先提到可视化的数据，我们先把这个数据先把它分为从两个方面来讲，第一个方面就是它的数据集的类型，第二个方面就是它的数据的问题，其实这两方面的关系就是我们将这个数据集的类型可以把它解构为这个数据的类型，其实每个数据集都是有很多的数据来去组成，这个就是我们的特点，我们主要考虑的是这种结构化的数据，结构化的数据它主要有这几类，有推广有表格数据，表格数据它可能它进一步的它其实可以抽象为多维的数据，然后还有网络数据，它更多的关联代表的是这种节点链接这种关系关联关系。

比如说我们在刚刚在数据示例里面去讲到了，红楼梦它的不同事件之间的关联，其实就比如说比较典型的网络数据，包括比如说权力的游戏，他们人物之间的关联关系也是网络数据。

然后第二第三个是产品的草数据是这种大家可能觉得更陌生一点，因为可能在我们真实场景中不太容易用得到，但是它跟科学数据比较相关，比如说我们的监测，比如说我们的空气污染监测，其实监测的时候，我们是通过在不同的点上来进行采样得到，每个点上采样得到的一个数据，然后来去构建这样的一个数据集。

然后还有一些时空的数据，这种及格的数据时空的数据，然后对于这种结构化的数据，大家可能会想到，比如说我更想去看这种非结构化数据，我想去看文本看视频看图像的，我这样的数据我应该怎样去处理，其实一般对于非结构化的数据，我们都要把它转化成结构化的数据来去进一步的去可视化。

比如说对于拿文本来去举例，我们可以通过自然语言处理的方法，然后来去汲取实体之间的关系，那是不是就把它转换成这种节点连接的数据？然后当然我们可以通过一些情感的识别来去看，它在不同的态度上，不同的情感上它的数值是怎样的，它的分布情况是什么？但是我们把它转换成这种多维的数据，然后当然我们可以进一步的去挖掘他的情感关键词、概念类别，其实他的这种多维的数据它的就更丰富一点，它就不只包含一些数据性，它可能包含一些类别性的数据等等。

然后对于这就意味着其实你把它其实将文本从非结构化转换成结构化数据之后，你就能够去提出很多的文化方法，比如说这个是一个文本化的供述，他其实就收集了从同质化的一个领域中，其实大所以的这种文本的可视化的一些方式，它有400倍的规模，然后它其实都是将文本转化成不同的结构化数据，进一步的来去设计的它的方法。

43:49  
这个事情对。

43:52  
然后对于数据类型来说，数据集的类型我们有这几类推广或者卖货，有场数据，有几何的数据，然后进一步的对于数据的数据的类型来说，我们可以把这些数据把它解读为很多的方面，而且很多的方面就能够覆盖掉上面的所有数据结构类型，还有数据项有属性、有链接、有位置、有网格，就是马尔他我们刚刚说的老师他来去解构的这种数据的组织方式，我就列举了一个表格来去介绍那些数据集跟数据之间的关联关系是怎样。

比如说表格其实毋庸置疑，它每一行是一个数据项，每一列是一个属性对吧？它其实就代表了数据项目属性。

然后网格网络网络其实比如说我们拿一个举例，拿这种权力的游戏来去举例，每一个人其实他都代表的是一个数据项目，每一个人他其实有很多的属性，比如泰勒斯他的生命长度是多少，他是男是女，然后他在第几集出现，他参与过哪些事件都是它的属性。然后还有一个更重要的方法方面就是它的链接，因为网络其实顾名思义它最重要的就是节点与节点间的连接关系对不了？当然还有它的位置，比如说也有一些网络它是有位置，比如说在时空中网络，比如说我们的拿一个举例，比如说在这种空间上分布的节点，它也有一些关联关系，这可能构成了一些广告，比如说我们的。

45:38  
搜索媒体，比如社交媒体，然后人跟人之间通讯它有网络，但是人它是有一个位置的，就是这个位置。

好的，大家就这样的分析。

45:48  
谁知你在为什么？好好。什么事去的大，谁知去了，谁知。

46:58  
谁知。

47:01  
这个里面的情况可能是他的内容，我们查一下业务。

谢谢的好。的谁知来看起，谁知是。是情况不是非常好。我跟你说谁知可以。谁知20你看这个东西。

48:19  
谁知。

48:24  
也是这样的情况，数据。

48:33  
谁知。

48:47  
看看谁知，谁知。

谁知谁知。

49:16  
谢谢。

49:18  
可能的清楚以后自己出来了，谁知谁知这个问题好的我们的企业，我们的社会，谁知谢谢。谁知。

谁知好。

50:07  
谁知老师的东西。

50:13  
谁知上涨的谁知好好。

谁知谁知，

50:44  
谁知谢谢。

50:51  
好。

50:55  
我们刚刚去介绍了数据集的类型和数据的类型，然后我们用网络网表格来去概括一下数据类型数据集类型之间的关联关系。我们刚才讲到了它有4种不同的数据集的类型，然后5种不同的数据的类型，然后比如说表格还有数据向同行来去看，同业来看不同的数据的属性，而对于网络来说，它其实最重要的特点就是数据项和个体，然后以及个体间的关联关系，就是它的链接，然后当然每个个体上还有很多的属性，然后每个链接上它当然也可以有属性，然后以及它同时每个个体它可能有一个位置的属性，所以这个地方它其实可有可无的。

然后当然厂比如说我们就拿我们去监测污染情况来去举例，然后它其实最重要的就是我要划分不同的网格来进行采样，然后去采样到不同的数据项，然后数据项上面有一些属性属性，一二维的可能是一个高维的张量等等，而进一步的还有一些几何的信息，它最重要的特征就是它有位置，它有了位置之后，然后每个点上它可能有一些属性的信息。然后我们来去介绍不同的这个就是数据项目数据属性，数据项目就是我们来去介绍不同的这种数据的数据的类型，它的一个逐个来去介绍，比如数据项目，我们刚说的就是一个实体，它是离散的，比如说患者，比如说汽车、股票、城市每个都是一个数据项，然后数据项里面它有一些属性，这个属性是通过测量观察记录得到的属性的信息，比如说对患者来说，他有身高血压，它的数据属性，然后汽车来说它的马力，它的制造的厂商就是它的数据属性，这个表格每一行就是一个说明项目每个月有一个它的数据属性的信息，然后链接就是说代表的是不同数据项之间的关联关系，比如说在社交媒体上它的关注的关系，比如说在蛋白质之间相互作用的关系，那位置它就是有空间位置，二维的有三维的，然后位置上的属性和经纬度网格，它其实代表着一种采购策略，我可以去划分不同类型的网络，比如说均匀的网格和非均匀的网格，比如说比如说一些曲线网络等等，它的应用产品，比如说MRI扫描的时候，我要去重建人体，我要去看人体上它不同的点，它的属性的信息是怎样，还有气象量，我们去看不同的空气污染情况，它的监测的结果。

以上就是不同的数，我们简单去介绍它们之间的关联关系，然后我们可以去介绍不同的数据集的属性，他们他们的特征以及可视化，比如说这个是平面的表格数据，它分为平表数据，也分为多维的数据。当然也有一些比如说层次表的数据，比如平均从平表数据，就是说它的表头是一个一维的，它每一页都是一些属性多维的表格，它就是我的建设多个，这是多维的表格。

当然还有层次的表格，比如说我们也对于层次表格来去开展一些工作，它的表头是具有层次结构的，它其实有相应的自己的挑战，其实层次表格数据它的管理数据管理能力更强，因为它可以把很多的表格数据的信息对吧汇总在一起，而同时它有自己的文化的挑战。

后面我们也会去介绍针对表格数据，针对这种高维数据的转化方法，其实最典型的这个就是平均坐标的转化形式，它的特征就是我有很多的维度，然后我每一套现在的这个事情，每一条线上它所取的点就代表了实体在属性上它的属性的信息大小是多少，然后把它连接起来，其实就代表数据集的结果反映了这个数据集的特征，这样的话你就可以去看到这个数据集上它的不同属性之间的关联关系，比如说它有正相关的，还有负相关的对吧？

它有这个就没有什么相关性，就没有这么强，对，然后这样的一些特征，然后这个是平行表坐标的这种形式。

当然还有一些是散点图矩阵的构造形式，我们先说比如说它的好处就是我可以去看相邻两个维度之间的关联关系是怎样的，但是我每个维度都想看的话，其实这个就不太适用，我更想把所有的维度之间的关联关系都把它展示出来，我就可以用平坐标散点图矩阵来去表达。

当然还有我保持表格的结构的信息，然后我将其转化为一些数值去映射到它的颜色上，这样的话你可能更强调的是每个属性之间的大小。

还有对于网络数据来说，我们更直观的方法就是采用这种节点链接的方法来去表达，每一个节点的代表实体，每一条边代表的是一个节点的实体与实体之间的链接关系。

对于网络来说，其实最重要的一个方面就是我如何把它变得更加的清晰，因为大家画图的时候会发现，假设你是手绘图，你会发现什么会影响我们观察这些交叉重叠，会影响我们对原始数据的理解。

对于图数据来说，我们更多的是研究我们怎么去做图布局的方法，图布局的算法，比如说我们把它有一些方法，比如说基于医疗项目组就把这些图把它转换成一个物理的弹簧的模型，然后每个节点之间节点与节点之间有一些斥力，然后每个边有一些相互的吸引之后，如何去维持这个系统达到一个平衡的状态，这样就得到一个比较美观比较清晰的总布局的结果。

后面我们也会去介绍。当然除了这种最简单的图之外，还有有效图，还有没有循环的图，就是树那树也有自己的布置的方式，这个就涉及到当然还有操作，就是说我每一个节点，我每一条边其实不一定连接两个节点，我可能连接很多的节点，这样的话可能节点链接图它就不太适合，实际上我们可以采用操作的方法还是比较难。

另外更进一步的还有二幅图，比如说购买的人跟商品之间的关联关系，其实就是一个典型的二幅图二幅图，二幅图表示的是我的一个集合是一个类型的节点，另一个集合是另一个类型的节点，然后在集合内部他们之间是没有关联的，只有在集合之间有关联的，比如说人购买商品，这个就是一个典型的二部分。

然后还有一些图上有些关节点，那些关节点就代表的是我把这个节点删掉之后，这个图它就不连通了，就导致了很多的非连通的图。对于关节点我们有更需要去更多的去关注。

当然除了疫苗上的问题之外，其实它还有这种矩阵式的，然后以及比如说数图的方法去布局重复结构图力导向的布局图布局跟矩阵式相关矩阵式的这种图布局的方法，它有自己的优缺点，比如这种方法它更容易去表达的是这样的一个它的边没有那么稀疏而没有那么密集，比如说比较它的节点数量没有那么多，然后我其实更好的去看到，比如说有它的集合一个聚类，这个图上更清晰的能够看得到，但是如果这个节点的数量特别多，其实我们后面去学习列表上同步值的方法，列表上同步值算法的时候，你就发现它欧文灯放了一个算法，当它的节点数量超过比如1000个，用我们的电脑来去算的话，它就会比较难得到1个比较好的数据方式，这时候我们可以更好的去采用相关举证的方法去做工具，然后因为它其实不涉及到这么高的计算复杂度，然后但是它的问题问题就在于比如说我去做举证的时候，它其实有很多的它比如说这个图特别的稀疏，你会发现更多的点它都没有很充分的利用得到，也有一些方法可以提高它的空间利用率。

对于树木来说，我们更多的去关注它的层次之间的关联关系，它柱子关系我们就可以采用，如果我更强调它给两个属性信息的时候，我们可以采用这种数轴的方法去补对。

数图的布局也有很多的算法，比如说它其实主要强调这两个方面，第一个方面是我这个数图，我希望这个节点更容易去交互一点，因为我们用传统的数图的布置方法，它更多会导致一些非常狭长的矩形，因为这些狭长的矩形它有很多的缺点，它不是没有办法很容易的去选择。

第二个方面是它也不容易去对比不同矩矩形之间的大小关系，我可以更我的布局方法可能更让它更接近一个东西，这是我的你解决的第一个问题。第二个问题是当我有很多的树图的时候，我假设去掉一个界定，然后又这个树图要重新布局，这时候我要去维持它的稳定性，就我去掉一个节点之后，这个图跟原来的图差别要没有那么大，就是让我更好的去追踪节点之间的关节点之间的对应性，这个就是数图它更多的研究的问题。

当然还有场的数据，那场就是说我的属性值和对象单元之间是关联的，它是来自于一些连续的数据，比如说它的温度、压力、风速等等，然后它主要是比如说也可以是一些测量或者模拟采样的数据，比如说这是大气，对这是大气的数据，然后这是洋流的数据，然后科学家跟海洋这些数据的时候，当然也可以能是模拟来，比如说我们在说你计算机去模拟一些数据，我们想把它汇聚出来的时候，我们就可以用这种场的方式来去采样，每个节点它可能是一个一维的标量，二维的矢量矩阵或者一个三维的张量，这些对应不同的可靠的方法，我们也后面会再去学习。然后每一个节点上它可能有很多不同的属性的类型，但你去采样的时候它也有很多的可能性，比如说它有单一的网格，比如说是均匀的网格，然后它是或者非的，但它都是直线材料或者非均匀的网格或者结构化的网格，它可以是曲线的，然后或者非结构化网格，比如说它是基于这种三角面片，然后再去采样的结果。

然后对于这种场的数据，它汇聚出来的结果其实就是这种体，其实很多都是起诉话题，体会这个的话就是感觉这种场数据场数据采样然后得到，然后它很重要的一个方面就是它的弹力函数，传递函数就是将三维的数据场的数值，然后转换成我们呈现在这个图像上它的一些光学的视觉的参数，然后这样的话就得到不同类型，比如说我去调整它的弹力函数，我更多的去看它的骨头，那么这时候我就把其他的部分的这种参数把它调调的比重更低一点，然后我就更多的去强调它的骨头的信息，然后可能更多的强调它的血管或者它的整体等等，这就是产品阐述它的作用。

然后除了场数据之外，还有几何的数据，几何数据更强调的是对象的形状，它有明确的空间的位置，还有点线曲线、曲面区域体系，然后其实在CAD中，在辅助建筑中是非常常用的。当然还有其他的数据的集合，比如说集合的数据，列表的数据集群的数据等等，然后这些都是一些一些没有前面那么长的，但是也是比较长的一些数据类型的数据结合的类型。

然后前面我们是通过大概的方式来去介绍不同的数据集合，它对应的文化形式有哪些最经典，给大家开了一点点小头，然后讲完数据集。

01:04:24  
数据。

01:04:25  
集合的数据来结构之后，我们可以先介绍数据，数据它有一个它的数据它的一个很重要的方面就是它的数据语义含义，比如说我们单纯的去拿到几个属性的合同，其实我们也不知道它的具体代表的含义是什么，所以我们需要通过每一个属性它的一些原数据来去更进一步的去描述它，比如说比如说集合我们去把它的上面的去概括之后，其实整个的含义就不清楚了，所以每一个数据它一定需要一些原数据这个数据才能完整。

数据的类型就这几类数据项目链接属性位置和网格，然后比如说我们先说数据属性的类型，这是一个非常重要的方面。每一个属性我们属性的类型我们分为三三个类别，第一个类别是定类型，就是类别性的数据属性，它的一个特点就是我是不可比的。比如说我的水，比如说我的水果的类别就是苹果香蕉还是之间是不可比的，比较大小是不能的对吧？男女也不能比较大小，电影的类型也不能比较大小，文件类型也不能比较大小，最重要的特征就是不可比，这是一个定类型。

然后定序型的有序型的我们又分为了4两类，第一类就是它可以比较大小，但是它不支持运算，比如说时间，当然时间差也可以，比如说它的衣服的尺码的大小，它其实是不支持，比如说 Smlm是不能减XL是不能减m的，对吧？这个是不能比较大小，比如说定量的，这是第二类。

第三类就是它既可以比较大小又能支持运算，比如说我们的长度重量，我都可以去进行加减运算，这些都是没问题的。

因为比如说一个苹果它是一一一斤，然后有一个100个苹果，它是把所有的它每个苹果它的属性加起来得到的结果是多少，这些其实是非常重要的，如果大家真的去做这种去做视觉的映射的时候，你会发现不同的视觉的属性，它适合的这种视觉的我们视频一会会讲到我们视觉的通道是有差异的，有了这些定义之后，我们就可以去选择更适合的属性来定义什么，然后这样就得到比较好的转化的结果。

当然除了这种基本的还之外，还有一些周期性的，比如说时间，比如每天的时间，它是一个周期性的，每天都在去循环，循环之后我们就会可能更多的去强调，比如说今天的8点跟明天8点这个区域，后天8点这个区域区别，这时候我们可以采用一些特殊的映射方法，然后比如说这种环境的映射方法，然后还有一些聚类的结构，有了前面的这种解数据集类型以及数据类型的解解释之后，我们可以回过头来去看这些基本的格拉形式，你就相当于看山不是山，现在我们可以再一眼去看看当时他这种格拉形式是怎么来去映射。

比如说最基本的折线图，这个是时间，这个是它的价格，然后当我们之前我们可能就觉得它其实是简单的一个的方法，但其实它的横轴x轴是时间，它是一个这种数值型的属性，然后y轴也是价格，它是一个数值型的属性，我们把它映射到它的空间信息当中，然后就得到了时间折线图。

然后当然还有一个这种最经典的这两个折线图，它是怎么去映射的？它每一个折线它代表的是一个折线图的信息的，横轴代表的是时间，纵轴代表的是它的属性的信息，每一个都是它的数字信息，对吧？

好，当然还有一个折线图它是这样子画的，然后它也是毕竟但是它在之间去映射它的颜色，去映射的是它的进口还是出口，这样我们就能看到不同进口进出口他们之间的差别，比如说之前是进口后面的出口，然后它的进出口的类别就是一个定类的属性，它不是一个定量，所以我就更适合英特尔它的颜色属性。

对，这个就是按年份 y轴代表的是它的货物量，然后颜色代表的是它的进出口进进出口的顺逆差，而朝代的宽度代表是顺逆差的大小，然后这样一个很好的结果。

然后当然对于数图来说，我们这个数字代表是它的股票数据还是股票的一个市场上它股票不同的股票它的涨跌情况以及它的市值的大小，它每一个红色和绿色代表着它涨跌的情况，它每一个矩形的大小代表的是这个公司，然后它的市值的大小，然后我们可以去看到市值它不同的板块市值大小之间的区别，然后颜色可以看到它涨跌情况的区别，这个映射方法我们怎么去结构呢？

其实它的位置就代表着它相互的关联关系，代表映射的是他父子之间的关系。

因为它包含关系，比如说这个是属于整个他们使用人死了，把你call x消费者，然后这样的话我就可以去看到它属于类别，就是在映射到这个位置这个位置范围内，然后它的颜色映射的是它的涨跌的情况，它的大小映射的是它的市值的大小这样。

然后我们可以看到不同的它股票的情况，涨跌的情况，通过这样一个图来去看这个。我们简单就把它结构得到的结果，比如说矩形的面积代表的是它的市值，矩形的位置代表是它市场部门市值，然后颜色代表是它损失的根本。争议就代表着他争议的量是怎样，他可能有一个增长下降的比例。

然后再回过头来我们去看拿破仑的行军图它是怎么去结构，比如说它是一个时空间的数据，因为它有一个精度维度的信息，左边代表是法国，右边代表是德国，然后宽度代表是它军队的数量，然后下面是它的温度的信息，它恒久代表其他时间，动作代表其他温度，然后把它合并起来就得到这样一个可靠的结果。

我们看了这么多之后，其实我看了这么多之后，你会发现现在我们看可视化形式，我们就不再是说看到它一个整体了，我们要看的是它原始的数据是怎样，它映射到怎样的视觉通道上去。

我们大家会去想我要怎么去决定视觉通道的映射方法，其实主要有两个方面，第一个方面就是文化的表达力，第二个方面是它的有效性。

第一个。

01:12:05  
是。

01:12:07  
视觉编码，其实它还是一个非常大的空间，因为你每一个不同的出品，它都可以映射到很多视觉通道，我怎么去决定？第一个就是它的一致性的原则，就是图像的属性，视觉变量应该与这个数据的属性之间是相互一致的。第二个是它的重要性，排序的原则就是我要去看到这就跟你的任务是相关的，如果你更多强调的是属性的大小的关系，数比如说它的一个数值型的属性，我就把这个数值型的属性去映射到我人更容易去辨别的这样的一个视觉通道，以更有效的方法去编码最重要的信息。

所以其实简单来说就是两个方面，第一个方面我要把所有的属性都考虑在内。第二方面我要是对于属性做一个排序，哪一个属性最重要，我要去把这些属性映射到更高效的视觉通道，这样得到的结果就是一个比较好的结果。它的表达力。

01:13:13  
是怎样来去度量的呢？

01:13:16  
这样是一个这是我们一个典型的例子，就是说在这个是128的数据，它每一个这是一个表格数据，每一行代表是一个数据对象，每一纵线代表是一个数据属性，然后它还有类别性的属性的信息，然后不能表达，比如说我们可以去看一些不太好的数据转让的形式，比如说它是这种多对一的数据转让的形式，然后我可以把它映射到一个映射到一个很一维的层面上，然后它的颜色代表着它的类别，然后它的每个点代表数据对象，然后这样的话其实你通过这个数据属性其实看不到任何的信息，当然你也可以把它映射到这样的一个结果上，就是说它不同的类别，然后它的花瓣不同的属性是怎样的，但是你通过这两个，我不知道大家之前有没有了解过属性数据的数据它的含义，其实我们更多的是去看它的花落和花瓣之间的关联关系是怎么样，这是我们的目的，但是如果我们只是把这样来去用这种不太好的表现形式把它画出来，其实你是得不到这样一个结果。

01:14:37  
然后。

01:14:41  
当然这是一个不太好的结果，然后还有不太好的结果，比如说条形图的长度，其实这个是不同的汽车它的一个它的一个不同的汽车，每个代表着一个不同的汽车，然后横向代表是不同的产出的国家，其实你会发现我把产出的国家把它映射到它的高度上，这样合理吗？

其实它其实就带来了不可一些不真实的内容，因为国家与国家之间是不可比的，你假设我们看到这个可是结果你有没有发现这边是比较高的，那边是比较低的，我会误以为这边比较好，但其实国家与国家之间并没有可比的这些属性的关联关系，所以你其实用这种格式化的运算方法就是不合理。

01:15:37  
对吧？是吧？

01:15:39  
这样的话就可以更好的去解释为什么我们要去选择这种更有效视觉工作的品质。

因为你选差了选错了这个通道会给你带来一些不必要的会导致一些不必要的不正确的理解。这个就是一个比较正确的结果，我们可以去看它的关联关系，这是前面我们主要是介绍的是它的表达力对吧？就是说你不能把原本有的信息把它给隐藏到像这样，当然你也不能把原本没有的信息你把它加上，会导致一些不必要的误解，这样就是一些不好的结果。

01:16:22  
还有。

01:16:24  
第二个方面就是它的有效性，有效性就是说我要对于不同的视觉通道，我要去识别到哪一个是重要的数据，哪一个是不重要的数据。然后有了这个不重要的属性，不重要的属性之后，我就可以来去更好的去选择我去定制的方式。

我们前面就介绍三种不同的视觉的数据的类型，比如说这是定量的，这是定性的，这是认识。这是可比可计算，这是可比的不能计算，这是不能比的。

然后这三种不同的视觉类型，它有不同的视觉通道的位置、长度、角度、倾斜度、面积、体积，然后以及它的密集的程度，然后饱和度、颜色，然后纹理连接关系，包含关系它的形状，这些不同的视觉通道，然后当时在18 19 86年的时候就有研究者他来去说不同的视觉通道我应该怎么去预测它比较合理，这样得到一个结果，他们当时是开展大量的用户体验说这样的视觉通道他怎么去在最适合的方式怎么去映射，比如说我们可以看到不同的这种定量的定序的和定类的这三个位置都是最有效的是吧？

所以说位置是一个非常宝贵的视觉通道，然后进一步的就可以看到对于定量的来说，它的最有效的是它的高度、长度、角度，然后与倾斜度。然后当然这种定性的它就有一些差别，比如说比如说我们的可以很好的去理解，比如说定性的我们的大小什么大小之间不可比，其实可以把它映射到它的深浅颜色上，其实是非常正确的一个选择。

然后但是对，但是对于定量的来说，把它映射到颜色上，它就不容易去比较它们相互之间的差别。

然后这是一些定类的这种属性，然后有了这个结果之后，我们就可以去做一些自动化的转让结果。当时这篇工作第二个的抗日精神，就是说我可以将有了这些数据，有了视觉通道，它的排序我就可以把它自动的去得到一些可视化的结果上得到这个结果上去，然后来去得到一些比较有效的可视化的形式。

当然现在也有很多的方法，我们如何去把映射的过程自动化，然后比如说这个是我们后可以去大家来可以去考虑的一个案例，这个是我们可以做一个小的测试，这个是二手车的一个案例，它有很多的属性、价格、里程、重量、车况等等，然后我们可以把它大家可以去想一下，我们应该怎么去采用什么样的方法来规划这样的一个数据。

然后可以考虑的就是第五条我们的视觉通道是这样的来去排序的，大家应该怎么来申报？F或者这样子也价格自然就是一个定量的是吧？可以加起来可以去计算里程，也是一个定量重量，也是定量车况的。什么原因？

01:20:08  
有特别。

01:20:10  
好好还算好不好？特别的差，然后这样的话你这样一个数据集，我应该采用什么样的方法来支持是吧？大家可以来去思考。对第一个我要去大家去提一提。

01:20:25  
谁知。

01:20:40  
我们要考虑它的表达力和有效性，表达力就是说我要把所有的信息都要排除，应适当去，但是有效性就是说我要把最重要的视觉通道去映射到最重要的最重要的属性映射最重要的视觉通道上去，最重要的视觉通道是怎样的？

是这个就是不同的属性的类型，然后它适合的这种通道是怎样的。让大家可以提问一下，就是说你不清楚，比如说否则与什么的之间有什么区别，当然大家觉得有什么区别，所以当时我也不清楚为什么他们两个还有区别？

其实position就是说我是对齐的，假设这是一个轴对吧？这个position比如说这个这个是它的位置。这个就是它的位置，但是任何事其实不一定对称，比如说这是我们的高度，但这个高度可以是这样的， A这个是b这个就是它的不同的高度，但其实你可以看到我是这两个对齐它就是它的不对称高，这两个不对齐不一定对齐，就是他们的我自然的假设和历史肯定是理论，它更高效，假设我的差别没有那么大，然后我这两个视觉通道差别很小，怎么说这个是让它差别，比如说它是1万差异可能会差别特别小，比如说二差异它可能会比较明显，他一个人这么高，一个人这么高。

01:22:36  
你。

01:22:37  
要去对齐的话你还能看到他是吧？

假设你是这么高，他们并没有对齐，你是这么高，你就分辨不出它们的差别，所以这就是为什么这种可以使它更理论它更高效一点。

但是角度它其实他相比认识来说就会更容易消化，然后知道其他的高度，角度就是语言品什么样的善意，怎么样老不他。

可以看一看，比如说这种波动，这个人还好。然后 l就是它面积，然后体积，其实这样这是一个其实前人他们做了很多的实验，得到了一个排序准则，这个有了这个排序准则，这个排序准则还是很重要的，因为我们就可以自动化的来进行治疗。

对，有很多的自动化的方法，你就可以清晰的可以得到。大家来看，就是说我们有处理器，我们应该怎么去映射比较好的结果？

位置一定是很重要的。然后然后还有什么你可以去看，因为有些还是重复的，你比如说昂高的通稿的可能不是很好，不是很适合去映射，面积也不是很适合映射等等，我们就可以来去想，我们原来还可以手画一下，其实一个很简单的测试，我只是想让大家去理解，我其实是要经过思考的过程来去得到一个比较好的结果的。

01:24:28  
好好。谁知

01:24:51  
谁知。

01:25:01  
不知道。

01:25:05  
你当然可以依据你自己的考虑，比如说在这个场景下，比如比如真正购买二手车，你觉得什么更重要，你觉得什么不重要，这就是跟任务是相关的，再把场景带入来去考虑。

01:25:24  
谁知42号。

01:25:30  
这也。

01:25:32  
是我们的。

01:25:33  
谁知。

01:25:36  
这个时候。

01:25:42  
等到46亿分钟的时间。

01:25:45  
的数据，谁知谢谢。

01:26:25  
我已经画出来了。因为。

01:26:32  
这个是。

01:26:35  
在这个场景下比较适合的这种咱们不同的场景和不同适合的形式，不同解决的任务。

比如说你要去做去买车，最重要的是啥呢？第一个就是价格对吧？因为我肯定是把价格放在第二第一位的，第二个就是我们排序了，第二个就是它的里程，因为它里程越长，说明。

01:26:59  
它这个车越旧。

01:27:03  
那么好，第三个是。第三个是它的重量，其实重量就在这个场景下就没有那么重要了。

至少对于我来说我觉得没有那么重要，而车况当然也是一个很比较重要，但是它是类别性的。

01:27:24  
它有几个不同的类别。

01:27:26  
那么这样的话我们就可以回过头来去看，其实每个点它有两个位置的属性点，如果你的属性是最重要的，你就把最重要的属性保护，把最重要的主线把给这两个重要的分配视觉通道，给这两个重要的主线，然后这样的话你就可以得到一个三点，一个这是一个它的里程就是它的价格，然后。

01:27:55  
然后。

01:27:57  
还有它的重量其实没有那么重要，其实你可以给一个我们可以回过头来去看这个数字性的属性，它还适合它能用到哪里，它的角度其实这个是不太适合的，没有可以去验证的地方，漏点没有它 Area就是它的面积可以用圆形来定表达，把它的大量车的重量是多少。

第三个方面就是它的一个类别性的属性，就是它的车况车况就是类别性属性的，你可以看到除了除了劳美劳贝塔就是它是一个定序型的属性标准，定序型的属性，因为它有一个从好到坏的区别，它除了位置之外，它的深浅，然后它的色彩其实也是一个比较好的方法方式，你就可以把它映射到它的颜色上去。

比如说红绿就表示车况比较好，红表示车况比较差，也符合我们自己对车况的理解。这时候有了这个之后，我们就可以来去选择这个车了，比如说我们更想去选择的是啥？价格比较低，然后公里数也比较少的，车况比较好的这样一个会有一个车，它还有一个看它的颜色就是红色的那种涂料，它有红色的涂料，其实可能比较好的，这样他可能也就得到你想要的结果了。

这个就是一个是非常小的案例，只是说咱们大家有一个思考的过程，大家以后思考的话，你就可以带着这个思考我有哪些属性，我属性映射到哪些不同的输液通道，然后这样得到同样的结果，这就是我们一个构建可靠的过程，这其实也是我们前面想说的有了数据，然后我单纯通过数据之后，我们进行一个老数据的转化结果上去，这样一个过程。

Ok其实我们本堂课主要就介绍了通过数据进行得到数据可视化结果这样一个这样一个不同的这样一个方式，然后大家需要掌握的是不同的数据的集的类型，有表格，有网络，更重要是它的关联关系，有采样，然后有几何，其实大家后面再去找数据的时候，你就可以带入到数据集的类型中来去思考你所找的数据，你感兴趣的数据是怎样的数据类型，还有哪样的数据的数据集的类型，对不对？哪样的数据的类型。

然后在后面我们去介绍的时候，我们会分别去介绍不同数据集的类型，它有哪些哪样的可视化的方法，有了可视化方法之后，你就可以来去开展你的课程，你的作业设计，然后对这个就是我们本堂课要介绍的东西，然后大家再去映射的时候，你还要去考虑的两个方面，第一个方面就是它的。第一个方面就是他的表达能力，第二个方面就是它的有效性，就是说你不能无中生有，或者说他没有这个数据，你要把这个数据映射上来，但是你也不能说忽略了，你也不能说有了数据，你也没有运营这个游戏。

然后当然你有决定了去映射哪些数据之后，你要去对于这些数据的属性进行排序，将更重要的属性去映射到更高效的视觉通道上，然后这样的话你就可以将这个范围，我们可视化空间的范围能够进一步的去缩小之后，你从这个空间中去找到一个比较适合的可视化的结果。对，当然其实大家觉得这个过程我还要去思考，这个过程是比较繁琐的，大家可以去看这个论文是。

01:32:04  
在。

01:32:06  
80年代的时候，其实我们就有很多的研究者在去考虑，我们怎么采用一些自动化的方法来去得到比较高效的转化形式，当然现在这个方面也一直在去探索的问题。

这个就是我们针对数据来去介绍相关内容，我们本堂课还有几分钟的时间。

01:32:32  
44。

01:32:33  
分钟的时间是吧？我们可以可能开始下一个，可能讲的不是太多。

01:32:41  
开始下一个步骤。

01:32:43  
我们可以来去讨论一下，比如说大家更感兴趣什么，然后我可以给大家出主意，比如说你们更感兴趣什么主题，然后有哪些不同的数据，然后我们来可以来去探讨探索探讨一下。

因为我觉得大家可以不用当做你们去完成一个作业，你们可以把我当成也是你们的队友，我们来去共同的去完成你们想然后去完成了数据可视化的工作，对。

然后大家有没有什么想聊就聊的，就说你更感兴趣什么，你更感兴趣，你有什么感兴趣的方向，或者你更感兴趣主题，比如说你特别喜欢看短视频。

01:33:28  
这个没问题。那么我们可以看到这个事情也大量。谁知。

01:33:44  
销售情况是指什么的？销售情况，专辑的销售情况。你有找到相关的数据吗？

01:33:54  
像什么网上有人支付？刚开始就我具体的这个问题。

01:34:03  
可以挺好，所以你更感兴趣的是音乐对吧？你想去看不同类型不同人的音乐，他们的点赞量消费情况一点，然后比如说他几乎出专辑的情况怎么样是吧？

对，你就可以带着这个数据来去考虑，带一个数据来考虑我们今天学的内容，它属于哪些不同类型的数据，哪些都可以，为什么有兴趣了，然后进一步的考虑它是怎样进行设计，然后以及你还要带着你的任务来，我觉得你更感兴趣什么样的任务，你更想从这些数据中去发现什么，这也是一个驱动力来去做这件事情。

01:34:40  
好，谢谢你说一说。

01:34:42  
你给我好好的谢谢你们都非常好，能够有效。还有我突然想到大家可能想过这个怎么去实现，比如说我们在课上是看到ubc他们去做一些比较好的案例，对不对？这些案例是基于什么来去实现的？其实都是基于教育思维的一个垃圾作用，就是第一次为我们。

01:35:11  
注册这样的国家的谁知。

01:35:17  
这个是当时他提出的时候还在斯坦福，但是现在他在华盛顿大学就是一个可视化领域非常非常厉害的人，非常厉害的老师他提出来的，其实这个库他其实改变了可视化的实现的方式，他一开始我们实现都是通过对大家来去实现。

01:35:37  
有了这个之后我们就可以通过依附于案子来去实现它。

01:35:42  
主要的编程语言是教会，然后后面我会来带大家去学，大家一开始不会没关系，我们会在课上去教大家一个例子，所以我会尽量的把课程，比如说我们要学的一些内容可以尽量往前赶一赶，给大家在课上去学编程的时间多留一点。

01:36:00  
带大家去完成多少年的历史。

01:36:03  
然后其实我们在这边所学习的，比如说这些文化的形式，你完全就可以通过我们在课上学的东西就可以去构建出来这种。

好的，我们今天的课程就到这里。

01:36:17  
然后还有提醒大家一下，我们补课应该是在这周日对吧？

01:36:20  
周日上周四的课，所以大家不要忘记，好谢谢。

01:36:25  
谢谢大家给到我们的这种认真的方向。

01:36:30  
好像不是下周就是下周的价格的报价。

01:36:35  
已经下周的10个点就下节课谁知好。

01:36:39  
现对下节课是下周一，然后下面首先基本上讲对，就是下周的三天给他的信息这么说。

01:36:47  
然后我就是把这个问题说过了。

01:36:50  
他虽然说我的力量。

01:36:52  
我知道我们还追着好处，但是好像也不是说尽可能越多越好，比如说你当时如果。

01:37:00  
说我所以也采用一种精神，完成了一个三年的时间目标，这个效果的非常成功。

对。

01:37:08  
你这句话说得非常对，下节课我们介绍其实很多时候带着妈妈不希望你们三五年的。

01:37:17  
因为他们会有一些多的，对，所以你三个字你就他把关系当地。

01:37:22  
的宣传是的。

01:37:24  
这是另外一个原则，我刚才讲的就是他会有一些想法。

01:37:28  
谁知然后来。

01:37:31  
而且这个地方的什么的。

01:37:34  
我没有我妈出去。

01:37:36  
比如说家里的东西，包括我们都是发展很好，谁知。谁知。

01:37:47  
我们没问题。

01:37:50  
小小小。

还有什么来说说什么。

01:37:56  
而且包括企业的这种感觉了。

01:38:01  
这个数据都了。

01:38:03  
所以你觉得是适合做的导出的规定用的效果了，将整个人将发现。

01:38:17  
大家注意这种系统的情况要不要在15月11日还有昨天。

01:38:26  
怎么问一下，不好意思。

01:38:28  
我们下节课我们都可以。

01:38:30  
你给我们的绩效。

01:38:33  
的新项目我们应该会好起来。

01:38:38  
行了，谁知。

01:38:40  
然后到了。

01:38:41  
目前的所以要做设计的谁知。

01:38:50  
而且的小的好。

01:38:54  
是这些。